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Abstract. Computer network management, due to the complexity and scale of networks nowadays,
has necessarily come to be a pro-active and automated activity. In this type of management there are
several points of decision-making or reasoning where computational intelligence can be utilized. This
paper discusses one of the most important points of decision-making in management: how to
implement data collecting and the sending of actions to the environment. From the discussion it is
presented proposals to aid decision-making through computational intelligence with the aim of
automating this task.

1. Introduction

Computer network management is traditionally corepo®f stages executed in a logical and
continuous sequence, having as a result the maregéiself. [KOCH 2001] suggests the stages asepted in
Figure 1.

Data data Data information | Reports | decisions | Actions
Collecting |—»| Processing |——» —_—>

?

Figure 1. Traditional stages of computer network management

In some of these stages there are points in deemsaking that utilize some subsidies for their heton,
such as information obtained from data gatheredhm environment and historical behavior .Therefore,
management decisions are based on data colleciaddnd actions sent to the environment. These sias
deserve due attention, as they are users of theoament by themselves:

* They must consume the smallest quantity of ressuricesmuch as that is precisely the aim of
management;
* Performance in the execution is a key factor fergpod management process.

These points lead directly to a questioning: howirplement data collecting or actions that
characterize them as “well behaved” users towahas énvironment and still obtain good results foe th
management?

Among the options available, there is the paradigfmmobile agents that have some interesting
characteristics of implementation ((OHARE 1996ndahat they can be utilized conveniently accordimghe
need. As seen in [XAVIER 2002], the paradigm alldas various solutions for implementation for theme
data collecting or a management action. It is uipéomanager to choose the most appropriate.

Nevertheless these decisions have become unfeésilitte human manager due to the complexity and
scale of environments. For this reason, it is @b to offer the manager some tool for automadibdecision,
based on simulation of his reasoning. To this eseek paradigms in computational intelligencé $ivaulate
human reasoning and are capable of implementing decisions.

This study composes the [KDEMA] project, whose asmto study applications of computational
intelligence in each one of the phases of comméarork management. In this paper we focus on aatiom of
decision-making on how to implement data gathemmgthe sending of actions to the environment under
management control. It is divided as follows: ircts® 2 we present the state-of the-art in thazatilon of
computational intelligence in network managementséction 3 we present theoretical justifications the
utilization of mobile agents; in section 4 we prgseur proposal for automation of decision-makimgtiee most
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suitable configuration, explaining each step cosrsd; finally, in section 5 we present some conechssand
indicate some future directions.

2. State-of the-art

The implementation of network management throudteroparadigms and their comparisons have been
the target of various studies. There are studiempeaning the behavior of mobile agents with SNMRhsas that
of [RUBINSTEIN 2001], which makes the comparisorséxh on implementations and approximate models.
[ARANTES 2002] proposes mathematical models forc@aking the time spent in management by mobile
agents and SNMP, based on case studies.

One of the great advantages of mobile agent paredig network management lies in the aspect of
decentralization of the manager figure, in whick #gents are conveniently distributed by the enwirent and
execute tasks that would normally be the respditgibof the manager. [THOTTAN 1998] cites this
decentralization as an attempt to solve problenssalfability and make pro-activity possible.

Questions of the implementation of mobile agents iateresting and very important, since different
configurations may have the same final result, With quite different metrics — such as managemiene tor
produced octets. [RUBINSTEIN 2001] mentions altémes in these configurations that seek better lisu
[XAVIER 2002] shows that different configurationsally have quite distinct metrics, which are ofenaist to
the management. [BOHORIS 2000] utilizes mobile &gemly as transport mechanisms and shows unfaleorab
results to their utilization, since they do not lexpother characteristics of impact, such as liggehce.

Network management also requires implementatiors thvolve intelligence. Conditional data
gathering or decentralized pro-active detection great examples of such a utilization. Computationa
intelligence can be used in all situations thatolmg decision-making. Research that utilizes coanal
intelligence in mobile agents can be found in [KABNMSKOS 2002], where a neuro-fuzzy combination is
utilized for proposing an intelligent and dynamystem of messages, adaptable to the conditioriseofiser. In
[DAS 2002] we have computational intelligence agtin the distribution of tasks to mobile agents foe
resolution of complex research problems on distélbbases. The metrics analyzed are “time” ance*sif the
research. It shows three research configurations: agent; multiple agents or conventional reseasihout
agents. We perceive that the work must implemeatctinfigurations in order to reach decisions, thathe
manager cannot always anticipate the most suitdgésion during the project time.

3. Mobile agents

Mobile agents may be utilized in the implementadiasf various stages of network management.
[KOCH 2001] proposes the adoption of mobile agémtall stages of network management. Other stulikes
that of [ARANTES 2002] make comparisons betweenitadments, only as data collectors, and SNMP.

Actually, the mobile agents can be more than sinyaasport mechanisms for collecting or directly
altering pre-defined data, as is the case of SNWiere are characteristics found in [OHARE 1996] and
explored in [XAVIER 2002] that present mobile ageas good candidates for more elaborate implenensat
which seek decentralization of management throwtgptability, mobility and intelligence. Mobile agsrcan
carry any computation, theoretically meeting angdjesuperimposing the static characteristics of cient-
server models of network management.
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Figure 2. Different configurations of mobile agents applied to network management
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We have as an example, seen in Figure 2, threeigooafions of mobile agents with the same
objective: all must collect data in elements undemagement control (NEs) or perform some actiobdo
executed in a given place. We have then, accotdifiggure 2, the three examples explained below:

a) An agent is created in an NE (a.l), it colletdta or executes actions and moves on to the rext N

(a.ll) without sending any reply to the managergcdntinues collecting or acting and moving
through all the NEs (a.lll, a.VI, a.V) until, atetend of the last collection or action, it sends th
replies to the manager all at once (a.Vl);

b) An agent is created in an NE (b.l), collectsadat executes actions and sends replies to thegeana
(b.I), immediately moves on to the next NE (b.ldXecuting new collecting or actions and new
replies to the manager (b.VI); this process comtsnuntil all the NEs are visited (b.V, b.VI, b.VII,
b.VIlI, b.1X);

c) One agent is created in each NE (c.1, c.lIl, e.¥/VIl), does collecting or actions and send$ieso
the manager (c.ll, c.IV, c.VI, c.VIII).

As one can see, the variation of constructive dtaristics of mobile agents offers a variety ofusioins
that substitute classical models, besides intraguoew possibilities, such as the sending of astioonditional
collecting or unrelated operations.

4. Computational intelligence in networ k management

A pro-active network has various points that afgjestt to reasoning and decision-making, each otte wi
its characteristics within the process. There #teations of classification, of choices based oleswr even
conclusions based on ‘data mining’. For this reaso@re exists the possibility of applying manyazigms of
computational intelligence in network managememthsas fuzzy logic, neural networks, genetic atgusj tree-
based decisions or especialist systems. They mapibined or utilized individually, in one point all points
of decision-making.

The [KDEMA] project is a component activity of tiigOPE] and [TAGERE] projects, developed by the
Network and Management Laboratory of the Federaléssity of Santa Catarina, which sets out to sttigy
application of computational intelligence in allipts of network management. In this article we prestudies
on the points in which network management musizatithe environment for passing on information,hsas
data collecting or sending of actions. The utilimatof mobile agents in this point is justified thye findings
shown in Section 3.

4.1 Utilization of environment for network management
The main purpose of network management is to gteeamesources for the clients of a given
environment, but the management is also a cliamugh its different kinds of utilization, such esllecting or
sending actions, when they are submitted to their@mment. The choice of the best implementationtfese
kinds of utilization may be of great value to magmmgnt, since it can collaborate with the environman
matters of consumption of resources or with theagament itself in matters of efficiency.
When network management needs to collect data md setions to the environment, it defines the
specific characteristics of such a need at the: star
« In data collecting, it defines the data to be attld and the targets of the collecting;
« In actions, it defines what must be done and tigeta of the actions.

The management must then define “how” to implensnt execute that need. Our study proposes the

definition of an automation system for this deaisioomposed of four stages, as seen in Figure 3:

e Generator of configurations, responsible for analyzthe needs of this utilization of the

environment and showing the configurations of gaesinobile agents (according to Section 3);

« Accountant, which generates values for relevantriosetunder each of the configurations

considered; these values are obtained by simutgation

» Classifier, which utilizes algorithms to establ@hssifications among the metrics found; and

* Rules for decision-making, which utilize simulatiof reasoning to define the best configuration,

among those considered.

This system of support to decision-making, undeigaer abstraction, has inputs and desired outputs:
« Inputs: characteristics of the environment to hkzatl or managed and characteristics according to
the management need; and

e Outputs: characteristics of the implementationrdfias the most suitable.
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Figure 3. Stages of automation of how to implement a management

In matters of modularity and clarity, the stages @eated independently. In matters of interopditapi
exchanges of information between the stages aifienbth XML [XML 2003] according to the ontologygaeed
on. That codification makes the exchange of infdiomapossible among the different management groups
through the collaboration of their different kinofsreasoning, results or experiences.

4.2 Configuration generator

The configuration generator is the first stage laf tecision process. It receives information fréma t
management targets, as well as some characteidtto® environment such as existing connectiorith their
latencies and bandwidths. From this, it definegtedl possible configurations of mobile agents far éxecution
of this management.

Management and
environment
characteristics

Generation of
possible
configurations

Optimization
with elimination
of redundancies

Configurations
considered

Figure 4. Stages of configuration generator

The steps of this stage, showed in Figure 4, are:
» Receiving the characteristics of the managementthadenvironment, such as targets, actions,
links, latencies, band widths;
« Generating all the configurations of possible mebients through specific algorithms; and
e Optimizing the result, detecting and eliminatinggible redundancies.

<?xml version="1.0" encoding="UTF-8"?>
<environmentSpecs>
<network name="headquarter” net="192.168.0.0/24" t
<network name="wan” net="192.168.100.0/30" type="P
<network name="sales” net="192.168.1.0/24" type="E

ype="ETH-100Mbits"/>
PP-64Kbits"/>
TH-100Mbits"/>

<host name="network manager” snmp="yes" agent="yes >
<ip>192.168.0.2</ip>

</host>

<host name="router cisco-headquarter” snmp="yes” a gent="no"> _/’
<ip>192.168.0.1</ip>
<ip>192.168.100.1</ip>

</host>

<host name="router cisco-salesposition” snmp="yes" agent="no">

<ip>192.168.1.1</ip>
<ip>192.168.100.2</ip>

</host>

<host name="position_1" snmp="yes” agent="yes">
<ip>192.168.1.1</ip>

</host>

<host name="position_2" snmp="no” agent="yes">
<ip>192.168.1.2</ip>

</host>

Figure 5. Example of environment description using XML and known ontology

From the management characteristics, the algonithroeives the targets and their capacities, defithia
possible interactions for the agents. The algoritilso defines the quantities of agents possibleafgiven
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management. Furthermore, the algorithm uses theactesistics of the environment (Figure 5) to defin
transport possibilities for these agents, consideghysical characteristics such as links, netwarks routes.
The algorithm combines the possibilities, genegatall the possible configurations for the managdmen

implementation, as seen in Figure 6.

<?xml version="1.0" encoding="UTF-8"?>
<agentConfigurationSpecs>
<configuration name="a">
<agent name="007">
<location ip="192.168.1.1">
<getData target="192.168.1.1">
<type>snmp</type>
<id>0.1.3.6.0.0.1</id>
</getData>
</location>
<location ip="192.168.1.2">
<getData target="192.168.1.2">
<type>java-class</type>
<id>get_disk_space.class</id>
</getData>
</location>

Figure. 6. Example of configuration proposed by the generator using XML

4.3 M easur ement Accounting
The configurations obtained in the previous stagestnbe evaluated from the angle of important

requisites for network management. Such an evaluas made based on metrics that are convenienthér
manager, according to his needs. The followingeasamples of metrics:

« Quantity of octets transited in the manager, irhédE and in each connection; or

» Time spent by management, total and partial.

To obtain the metrics desired for each configuratihis stage provides simulation algorithms adjoilkst
by characteristics of environment such as latemdyamdwidth or even characteristics of NEs suchaag to be
able to determine the processing power or spadbeodisk. We have some studies, like [RUBINSTEINZ]Q
that utilize simulations for calculations of tim@emt by mobile agents, or [XAVIER 2003], which offe
mathematical formulas to calculate the productiboabets that pass through various configurations.

As inputs of this stage are:

» Characteristics of links, such as latencies andiwatihs;
» Characteristics of NEs, such as processing power;
» Configurations considered and their characteristibained in previous stage.

Characteristics of Definition of measuremen Measurements
environment and through algorithms of calculated for eac

configurations simulation and accountin configuration

Figure 7. Stagesfor measurement accounting

Finally, the output of this stage is a set of measient values for each of the configurations carsid
(Figure 8). These metrics are a necessary subsidiéd decision process to conclude. A human managéhis
point, can utilize these metrics to opt for thetatle configuration, through his reasoning. Newlgbs, this
work further proposes two subsequent stages withaittn of automating the whole decision process.

<?xml version="1.0" encoding="UTF-8"?>
<metricResults>
<metric name="transited octets” unit="bytes">
<scope target="192.168.0.2">
<data configuration="a">29000</data>
<data configuration="b">29006</data>
<data configuration="c">34020</data>
</scope>
<scope target="192.168.1.1">
<data configuration="a">38029</data>
<data configuration="b">41334</data>
<data configuration="c">34020</data>
</scope>

Figure 8. Example of XML document with values obtained by simulation
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4.4 Classification process

This stage is responsible for classifying the mstabtained. The values received for each metec ar
basically numbers that can be classified by thiefotute values with consequent identification of #xtremes.
Probably one of them is the most and the otherlghst interesting to the management, dependinghen t
context.

Metrics of Classification of metric$ Metrics classified
Configurations according to establishe

criteria

Figure. 9. Stages of configuration classification process

Nevertheless, in human reasoning, comparisons a&geikidns are not totally absolute. An absolute
classification is always an great subsidy, but cmtsidering very close values as possible “teclhrtiea”.
Despite such bivalent logic (“best” or “worst”), vean introduce concepts of fuzzy logic [BARRETO 2Pt
which values of the metrics can be classified feaneple as “very high”, “high”, “medium”, “low” or Very
low”, through concepts of fuzzy logic. In this waglpse values have the same fuzzy value and thodrfieal
ties” are detected, approximating the decision @e®f human reasoning.

4.4.1 Classification rulesfor fuzzyfication of metric values
As an alternative to absolute classification, wepise the fuzzyfication of metrics considered wittiie
universe {very high, high, medium, low and very Jpwaccording to the fuzzy pertinence function igie 10.

=——\/ery Low
=—l—Low
== Medium
=== High
Very High

(') 10 2'0 30 40 5'0 60 7'0 80 9'0 1(')0
Relative value

Figure 10. Fuzzy pertinence function

Considering each metric, we attribute to the resuiéw values of 0 to 100% based on the largestt i&fs
the set, obtaining relative values. We then plaagheof the values on an axis of the ordinates efftlzzy
function, obtaining percent values for each offtiezy variables that might be under this point.

<?xml version="1.0" encoding="UTF-8"?>
<classificationResults>
<metric name="transited octets” unit="bytes">
<scope target="192.168.0.2">
<data configuration="a">

<absoluteValue>29000</absoluteValue>
<relativeValue>85%~</relativeValue>
<fuzzyVariable name="muito alto” value="67%"/>
<fuzzyVariable name="alto” value="67%"/>

</data>

Figure. 11. Example of XML with results of classification using fuzzy variables

The values of metrics can now be seen as {very, tiggh, medium, low and very low} accompanied by
their percentages (Figure 11), so that the clasgifin can now offer to the next step — that ofiglen itself —
better constructions for operating within decisiales.

4.5 Decision process

This last stage shows the configuration considevdak the most suitable for the intended manageritent
has as input the metrics classified from all thefigurations considered. In fact, the human man&geow able
to decide for the most suitable configuration,izitig for this reasoning similar to that of condital and
relational operations (equal, bigger, smaller),rapeg within classified metrics. This reasoningcdmes the
decision process a candidate for paradigms of ctatipnal intelligence that deal with decisions lahsa rules.
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Figure. 12. Stagesin decision process

4.5.1 Decision for inferencerules
Reasoning in decision-making can be implementea isequence of inference rules of the type: “if
expression then reaction”. We can draw togetheer&s of rules that translate human reasoning théd
decision-making. We have as an example:
a) if (production of octets in manager equal toyviaw) “or” (management time between NEs
equal low) then (suitable configuration);
b) if (production of octets in manager less tham)ltand” (management time between NEs lower
than medium) then (suitable configuration).

<?xml version="1.0" encoding="UTF-8"?>
<decisionRules>
<rule>
<expression>
<metric>produced octets</metric>
<scope>management</scope>
<relationalOp>greater than</relationalOp>
<fuzzyValue>high</fuzzyValue>
</expression>
<logicalOp>or</logicalOp>
<expression>
<metric>transited octets</metric>
<scope>192.168.0.1</scope>
<relationalOp>less than</relationalOp>
<fuzzyValue>very low</fuzzyValue>
</expression>
<result>accept</result>

Figure 13. Inference rules represented in document XML

The rules are evaluated for each of the configoinaticonsidered. The evaluation is made observiag th
percentage value of the respective fuzzy variatelegived from the classification process. Each igordtion
has its winning rule, which is the highest percgeatdn the process of decision-making, the conéiian that
fulfills the rule with the best percentage was wWiener. At the end of the decision process, theltés passed
on to the manager, composed of:

e Configuration chosen, with all their constructivetails;
e Other configurations, with respective evaluations.

5. Conclusions and future studies

From what we have seen, computer network manageh@ntarious points of decision, making them
candidates for automation through paradigms of edatjpnal intelligence. The automation proposeact lsreks
to decrease manager’'s workload, through simulatiohis/her own reasoning on some of these pointsieM
than this, it seeks to substitute decision poiotgtie human manager in extremely complex enviranisnend in
those of large scale.

All the correlate works investigated apply intedlige in management manipulating data so as toealecid
on “what” must be done, but do not discuss “howmitist be done. In this study we show a proposatter
utilization of artificial intelligence based on tipeoblem of “how” to implement management in itsmemts of
incursion into the environment. This proposal wotlksough sequential stages of data treatment &lail@
management. These stages modulate the problemllandfar future exchanges of information or knowded
among completely different points of managemestvétlidation will take place through a prototypewnbeing
developed in the research group.

The human manager can apply the results of thidystu several different ways, differentiated by the
level of responsibility attributed to the process:

» Total responsibility for the process: In this cdbe manager automates the entire decision
process and the implementation of management, @tignhis/her time to deal with other
management activities not yet automated,;

» Partial responsibility for the process: in thise#ise manager verifies the decision taken by this
process, confirming or correcting situations thilaegudges necessary;
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« Minimum responsibility for process: in this case thanager only consults the information and
reports produced by the decision process, as adgulos making his/her own decision.

In utilizing this resource in a real environmettjsi recommended that the manager begin on thd thir
level of responsibility, verifying his/her own befter and adjusting to the decision rules and otreiables.
The transition to the second level and from ther¢he first will take place gradually, as automat@mmes to
offer the desired degree of reliability or accuracy

Our present stage of work leads us to the followoags:

e Study alternatives for all the algorithms proposeatably that of decision;

e Seek environments with execution suitable to thejeot, since the management would be
prejudicated in cases of slow execution. Therestréies that utilize clusters or grids to this end,
such as [ASSUNCAO 2003], who explores the utilmawf the intelligent agents in grids;

« Establish an ontology or semantics for the excharfgmanagement information, in particular,
that generated by the stages proposed;

» Establish service proposals shared with the managenm which a management nucleus can be
the client or collaborator with others. These s@simay be offered via Web Services with all
the aggregated technologies (XML, UDDI, SOAP), gméeeing interoperability. It is a proposal
that seeks for network management what ebXML [EBXMkeks for electronic commerce.
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